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Abslmcl  - l’he  X2000 First Delivery engineering model
advanced technology spacecraft bus is being developed at
NASA’s Jet Propulsion I.aboratory to enable a challenging
and diverse set of interplanetary missions in the first few
years of the 2 1‘{ century. These missions were examined in
detail, and a consolidated set of requirements was
synthesized to guide the design of the firsl  X2000 bus.

A software and hardware architecture was developed for the
X2000 bus that is modular, scaleable,  and upgradable. It
will enable the procurement of highly capable, low mass
flight systems that can perform the mission set at a low
recurring cost for the X2000 bus or conlponcnts  of the bus
that arc used for each mission.

An end-to-end intcg-atcd Mission I)ata Systcrn is also being
developed as part of the X2000 l:irst  I)clivcry to enable
more flexible mission operations. I’ll is, combined with a
high degree of on-board autonomy will [o\vcr the staffing
and cost of opcrat  ions.

1. INTROI)LJC1’ION

NASA’s Advanced Deep Space System [kweloprncnt
I’rogram (A DSSDP) at the Jet Propulsion 1.aboratory is
developing advanced technology components and systems to
enable low cost, yet ambitious, missions to the outer planets,
Mars, and other destinations in the early 2 I st century. One
of the program’s products will bc a series of engineering
development multimission  spacecraft systems which we
refer to as the X2000 Buses. The X2000 cnginccring model
spacecraft systcm  deliveries arc not planned to bc flown, hut
are to bc I’roof lest Moclcls (PTM’s)  to qualify the design
and to enable flight units to be procured at a low recurring
cost.

I’he First Iklivery of the X2000 BLVS is currently under
development, with a planned completion date of October
2000. Some of the software development, however, is
expected to continue beyond that time. ‘1’hc F’irst Delivery
Bus is being designed to bc capable of performing both the

proposed Iiuropa Orbiter mission and the Pluto/Kuiper
I;xpress mission with a common build-to-print spacecraft
avionics bus. Mission unique elements, such as science,
propulsion modules, and radiation shielding are being
designed rnoduiarly with standard, common interfaces to
minimize cost.

‘Ihe avionics and engineering sensors in the First Delivery
arc also being designed to fulfill the needs of other missions,
including New Millennium Deep Space 4 ([E-4), Solar
f’robe, and select spacecraft in the Mars Program mission
Set. X2000 components ancl systcrns tvould also be
available for I)iscovery  missions and Iiarth orbiting
scientific and commercial spacecraft as high performance
components with very low mass ancl low recurring cost.

F’light t]~i.v.~iotl.v bmkgrou)ld

‘1’hc flight missions that will use the X2000 First tklivery
bus cover a wide range of targets, science goals, and
environmental conditions. Solar Probe operates }vithin 4
solar radii of the sun (3,000 times the solar incidence at
I:arthj wfbilc  the Pluto/Kuipcr  Fxprcss mission will operate
out to beyond 40 AU (0.0006 times the solar incidence at
Iiarth).  The Iiuropa Orbitcr  \vill bc exposed to 4 Mrad of
radiation (behind 2.5 mm of Al), while other missions are
well under 100 Krad. The Fkropa mission requires high
data rate telecommunications to recover the science data
within its brief Iifetimc  on orbit. Some of tbc other missions
need only minimal data rates.

‘1’he IJS-4 cometary lander is cxtrerncly power constrained,
as are the [luropa and Pluto spacecraft. All of these
missions arc mass constrained, but especially so is the Mars
Sample Keturn Ascent Vehicle. Developing a common
package of avionics and engineering sensors to meet the
rcquirerncnts  of such a mission set is extremely challenging,
so modularity, scalability, ancl upgradability  are key to the
X2000 architecture.

one possible option for how these missions might be
schcdoled  is presented in I;igure 1.
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Figure 1: San]ple Mission Profile Shows Technology How from A[)SSDP Irlcrernental  Deliveries in Support of
Mission Launches

2. h41SSION  S13”1’ S U M M A R Y

Ellropfl

Jupiter’s moon Europa fascinated scientists after the images
from t}le Voyager Mission indicated that the surface of
Fhropa was unLlsual  Iy smooth and lacked visible craters,
sL]ggestir]g  that i t  was very yoLlrlg. Combined with
information about its bulk composition, which indicated it
had a veneer of water ice, and the knowledge t}lat [;uropa
experienced strong, heat inducing tides, this finding led to
the tantalizing suggestion that a water ocean might bc
present below the moon’s surface. The data were of
insufficient rcsolLltiorl to allow rnL[ch more than theoretical
spccLllation,  and the Galileo observations were awaited with
eagerness.

The Galileo irnagcs did not disappoint. in a June 1996
irnagc,  strong evidence appeared for surface cracking into
ice floes, reinforcing a Voyager interpretation. Then the
close I; Llropa flybys foLmd the first direct evidence of cryo-
volcanism on a Jovian moon. These were followed qLlickly
by apparently clear evidence of what appear to be icebergs
now apparently frozen into place, but which appear to have
been floating on some sLlbs[ratc  that is difficult to conceive
of as anything but liquid. Dut w h i l e  incrcasinfjy
compelling, there was as yet no urleqLlivocal  determination
of the existence of a global ocean on I;uropa.

AboL]t the time of these discoveries, the Jet J’ropLtlsion
1.aboratory began advanced st udics  of a mission called the
I;uropa Orbiter which would determine if an ocean is present
and the thickness of the overlaying ice Iaycr. If a thin ice

~

layer could bc confirmed, future spacecraft could be
designed to penetrate the ice and look beneath it’s surface.
I)ata from Galileo and I(JE indicate that materials other than
ice, irlclL[ding sLl]phur, are present on the sLirface  of Europa.
Over time, these materials coLl]d  conceivably be charmed
into the water/ice below. It is t}lis material (probably
inc]Lrding  organics), the presence of water, and the tidally-
drivcn internal heat source which intrigue scientists who
SPCCLllatC on the possibility of life in the oceans of ~;uropa.

The current design for the Iiuropa Orbiter (see Figure 2)
\\’oLl]d take about three to four years to reach the Jovian
systcm and an additional one and a half years to reach orbit
around Europa. I’he mission consists of one month in orbit
around the moon taking data and relaying the data back to
l;arth. The mission dLlration  is driven primarily by the
intense total ionizing dose radiation levels present in the
Jovian systcm.  Even with the short I ifet irne, the mission is
scientif ical ly engaging and rich and woLrld lay the
groLlndwork for future missions to [iuropa and other Jovian
moons such as 10.

For the IiL]ropa mission, the X2000 First Dctivery  avionics
bL!s will be interfaced with a 650 kg \vet mass dLlal mode
bipropellant  propulsion module. This will provide for
attitude control, Trajectory Correction Maneuvers (l’CM’s),
JLlpitcr  Orbit Insertion (JO1), and IILlropa  Orbit lrlsertion.
‘l’he propLtlsion  module is also designed to structurally
sL]pport an experimental microspacecraft  probe which would
separate from the flight system, deorbit, and land on the
surface of Europa to conduct sLu-face  science.
Or~e proposed Iiwopa  science suite features a radar sounder
to remotely determine the depth of t}le sL]rface icc and
determine if a ]iqLlid  \vatcr ocean exists beneath it. Visible
and thcrmai imaging is also irlcl L!ded to map the SLlrfaCe and
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determine composition and strLlctLlrc.  ACCLlralL! trackin~ of
the spacecraft orbit, in conjunction with a laser altimeter,
will be used to determine the tidal flexing of Europa and
provide key information on the internal strLlcture and nature
of possible sLlbsurface  oceans.
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Figure  2: Europa  Orbiter Spacecraft

Because spacecraft lifetime in orbit at I~uropa is severely
constrained by the radiation environment (2 Mradhnonth), a
high data rate downlink  is needed to return all of the surface
imaging mapping data desired within the expected lifetime
of the mission. For this reason, optical communication is
basclincd and inclLlded  in the X2000 First I)clivcry bLls.
Ibis is expected to provide 100 kb/s compared wit}] aboLlt
10 kb/s that could be obtained with a Ka-band fixed antenna
that could fit within the launch vehicle payload fairing.

1’[11(0

PILlto is the only planet in our Solar System which has not
been explored by a spacecraft. I’luto  and it’s large moon
C%aron form a binary system which has an orbit varying
dramatically in distance from the Sun. Clmrcntly, Pluto’s
orbit is within the orbit of Neptune, but 124 years hence, it
will reach an aphelion of 49 ALJ. ‘Ibis  variation in orbital
distance caLwes PILlto’s atmosphere to sublimate (or
condense) as the distance alternately decreases and increases
from tllc  SLH1.

I;ven with the long flight times of nine to ten years, the
P] Llto/Kuipcr Fkpress mission is designed to r e a c h
PIL]to/C%aron  while there is still a sensible atmosphere.
[nobody knows when, or even if the atmosphere will
“collapse’’--it may jLlst fade away. l’here arc many

conflicting opinions all based on the same very limited
data]. ~haractcrizat ion of the PILltoJ~haron  system wil  I help
answer qLlcstions about this unLlsual  binary system and will
contribute to our understanding of the formation of our Solar
System.

After  a fast reconnaissance
trajectory will be altered to
objects referred to as the
Objects, predicted in the

flyby of the binary system, the
fly by a member of a groLip of
Kuipcr  Disk objects. KLliper
late 40’s by Iidgcworth  and

Kuipcr* were only discovered in the early 1990’s yet now
there are several dozen of these objects cata[ogLled. l’bcsc
small objects form a disk around our Solar System and arc
believed to remnants of the formation of the Solar System
and the primary source of short period comets. By studying
at least one of these objects, scientists hope to learn more
about the possible origin of the volatiles which form the
I;atlh’s atmosphere and oceans.

“l’he extreme distance from the Sun, long lifetime and fast
flyby speed make this a very challenging engineering
mission as well as an exciting science mission. The
Pluto/Kuipcr  J;xprcss spacecraft is depicted in I;igLwe 3.
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Figure 3: Pluto/Kuiper  Express Spacecraft

for PILlto/KLiipcr I;xpress, the X2000 First I)clivery bus will
be mated with a 20 kg wet mass hydrazinc  monopropellant
propLllsion nlodLlk. Ibis will provide for attitude control,
‘1’~M’s,  a  probe def lec t ion nlaneLlvcr  at PILlto, a n d
rctargeting  to KLliper disk objects. I’hc  propLllsion nlodLl[c
is also designed to structurally support an experimental
microspacccraft  probe which woLlld  be separated from the
main spacecraft and targeted to COndLrCt atmospheric
science. A proposal is Lrndcr stLldy to inclLrdc an inflatable
ba]!Lltc/air bag that might enable the probe to decelerate and
sLlrvivc  hard landing in orclcr  to condLrct some sLn’face
science.
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An X-band uplink  sufficient to perform radio science of
l>]Llto!~ tenL,oLls  ~tlllo~phere is desired for the encounter. In

addition to the RI link, optical communication is under
stLldy for the Pluto mission, since it is an option on the
X2000 First Delivery bus. About 2 Gb of data is expected
to obtained during the few hours of the J’lulo primary
encounter. This wil I be stored onboard for transmission
back to Earth during the weeks following encounter.

lhe New’  Millennium I)eep Space 4 mission is a challenging
journey to rendczvoLls  with ~ornet I’empel 1, land on its
sLlrface,  recover a sample, and possibly retLlrn it to the Iiarth.
As shown in FigLrre 4, the flight system Llses a Solar I;lcctric
J’repulsion (SEP) module to provide the 10.S knl/sec delta V
required to perform the mission. The S1;1’ module is
“dumb”, and requires commanding from the attached 1.ander
nlOdLl]e to operate for most of its modes.

TO BE
SUPPLIED

Figure 4: 1) S-4 Spncccraft

The 1,ander module contains most of the flight  system
avionics, plus comet sLlrface science, anchoring, and sample
acqLlisit  ion eqLlipn~ent  in a separate module on the 1.andcr.
After arrival at the comet, the flight system wil I go into orbit
around the nLrcleLrs, and the I.ander wi II separate from the
SIiP module, set down on the surface, anchor itself, and
condLtct a series of science experiments, including the
acqLlisition of a some samples. DLrring sLlrface operations,
the orbiting SET module is in a passive spin stabilized
mode, with its }Iigh  ~Jain  Antenna (IIGA) pointed at the
I;artb, so it can serve as a radio relay for the l,andcr.

At the completion of sLu_face science, the l,ander will
jettison its anchoring lllOdUie, leave the comet surface, and
rendezvous and dock with the spinning Slil)  tllOdLlle.  The
samples will be transferred to an F.arth return entry capsule.
I’hcn the entire flight system, Llnder control of the attached
I,ander nlodLlle,  will revert to full attitude stabilization,
power LIP the ion thrusters, and retLlrn to Iiarth. Just before
arrival, the flight system will put the ~iarth entry capsule into
the correct corridor, and then jettison the capsLllc  for
recovery on I;arth.

Because of severe mass limitations, the lander nlLrst be
highly optimized, both structLlrally and fL]nctionally.  For
these reasons the X2000 First Delivery bLls cannot be Llsed
“as is”, bLlt many components from it can be utilized in the
custom designed multifunctional bus for 1)S-4. A pared
down single string version of the X2000 microelectronics
\vill be used, along with the Advanced Stellar compass
(AS~),  Inertial McasLlrcnlent  Unit (lMLJ), and their groLrnd
sLlpport equipment. Many software elements from the First
I)clivcry bus will also be L]ti]izcd.

A!otx ’03 Orbilcr

I’be Mars ’03 orbiter is cLlrrently planned to be a simple bare
bones co[l]!l~Lltlicatio[ls relay for the ambitious landed
science package in the Mars ’03 mission. A pared-down
single string version of the X2000 avionics may be used,
along with the attitude sensors, in a IOW mass custonl bus
design. Iixtreme low mass is necessary to minimize  the cost
of the launch vehicle for the mission.

Afars Asmtll  f“chidc

‘1’IIC 2004 Mars Sample Return mission will be one of the
most challenging interplanetary ventures of the early 21st
century. liven more so than the ’03 orbiter, extreme
nlcasLires  must to taken to minimize mass to perform the
mission with a laLmch vehicle small cnoLlgh  to fit wit}lin  the
cost cap. ‘1’hc Ascent Vehicle is the most mass critical, since
all of the propellant reqLlircd to boost it back into Mars orbit
must t_lrst be soft landed cm the Martian sLlrface.  A pared
down single string version of the X2000 avionics may be
used, along with the attitude sensors, in a loiv mass cLlstor~l
bLls design.

,Volot’ J’t’ob(’

Solar Probe is an exploratory mission to oLlr star, which
gives us life and whose effects on the earth and solar system
are profound. We are only beginning to Llndertsand the
relationship between the sun, its atmosphere (the corona),
and the solar effects on the earth. The recent observatory
missions (YO}IKOI1  and SO} IO) have given LIS new data to
answer old questions and create new qLlestions that can only
be answered by the Solar Probe. The mission is designed to
take scientific instruments into the solar atmosphere to
within 3 solar radii (2. 1 Grn) of the SL]n’s atn]osphere  where
they wi II make nleasL]rcnvmts  to determine what caLlses the
heating of coronal particles (to well over a million degrees),
as well as what are the sources and acceleration mechanisms
in the solar winds. I’hc  low altitude passes of the Solar
Probe spacecraft over the polar regions will allow imaging
that has here-to-fore been impossible and at perspectives
that will never be attained from near Karth observatories.
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I’his  close approach to the Sun mqLlircs  that several
technical challenges be Llndertaken.  Materials in the exposed
portions of the spacecraft must survive the extreme
temperatures dLlrillg the encounter with the Sun. An integral
heat shield and high-gain antenna design has been developed
to shield the spacecraft from the extreme heating while
providing high-rate real-time communication with the Iiarth
during the critical close encounter period (see Figure 5).
This innovative concept is accomplished through the unique
trajectory and a new application of high temperature
materials technologies. The trajectory LMCS  a Jupiter gravity
assist maneuver to provide the unique qLladrature geometry
at perihelion which enables the shield/antenna combination.

Equipment
Bus

Prop. Tank

radiance between the dim cold of a Jupiter gravity assist
flyby and the extreme heat of a close encounter of the sun.

[]ccause  of the unique shield geometry and thermal
rcqL!ircn~cnts of the mission, the X2000 I;irst I)c]ivery  bL]s
cannot be Llscd “as is”, but many components from it can be
utilized in the cLlstom  designed bLls for Solar Probe. A
customized version of the X2000 microelectronics will be
used, along with the Advanced Stellar Compass (ASC)  and
their ground support equipment. Many soflware  elements
f[rom the First I)clivery  bL!s \vill also be utilized.

“1’hc propLllsion reqLlirenlcnts for Solar I’robe a r e  v e r y
similar to PILrto  F,xpress,  therefore Solar Probe can usc the
same tankage and components at a recurring cost. l’hc
PropLrlsion  Module integration structure for Solar Probe will
bc different from Pluto Express, however, due to the Lrniquc
shield geometry and thermal constraints.

l~)(qgralcd  Rcquirctnctlt.v

Specific performance requirements for the flight missions
are presented in “[’able 1, along with the X2000 First
lklivcry expected capabilities. I’hc  shaded rows indicate
items that are not inclLlded  w’ithin the scope of the First
I)cl i very system, bLrt the arch itcctLlre  and interfaces are
designed to enable those characteristics in the flight mission
systems.

3. X2000 I;II{S’l’  I)lH.IVI;RY  BUS

“l’he First [)elivery  spacecraft bus is showm in the exploded
view, Figure 6. l’hc shaded components are mission unique

i I Solar Panels not
I ~ shown, JettisonedScience Boom

> , , , ’ ,  ,eforeencoun,er

‘1 I

clcmcnts for the I; Lrropa Orbiter mission. I;igLrre 7 indicates
how different modules can be used as building blocks for an
entire mission set based on the X2000 First I)clivery
c o m p o n e n t s  p]Lrs mission uniqLre propLllsion nlodLlles,
science, and other specialized equipment.

Mictwcleclrotrics

in order to accommodate the diverse rcqLlircnlents of the
multiple missions identified above, the architcctLlre of the
X2000 First I)clivery  microelectronics mLlst be scalcablc.
~’his has a nL!nlbcr of implications, one of which is the need

Figure S: Solar Probe Encounter Configuration

A diverse set of power sources, including solar arrays and
batteries, arc reqLlircd to survive the extremes in solar

5

for standard interfaces. ~’his \vill allow modules to bc added
or removed from the system to meet the requirements
(performance, mass, power, volLrnlc) of a specific mission.

‘1’hc microelectronics are a highly integrated stack of
standard sized (10 cm x 10 cm) Multi-Chip Modules
(MCM’S) and Chip-On-130ard (COB) sLlbasscmblies.  Both
of these technologies utilize  unpackagcd bare microchip die
directly bonded onto a standard sized substrate. The
substrate contains all of the printed circLlit traces reqLlircd
for electrically connecting the clie together. At the periphery
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Figure6: X2000 First  l)clisery  Ilus, Explodcd\’icw

of each of these subassemblies are all of the electrical
terminals reqLlircd  to interface the subassembly with ot}ler
elements of the spacecraft. I’hese sLlbassenlb]ies are often
referred teas “boards’’o r’’slices”.

TO BE
SUPPLIED

Figure 7: X2000 Based Modular Building Block

I%e SI ices are stacked on top of one another using a new
packaging technology which-allows different combinations
of MCM’S and COI]’S, or even convcntionat  PC boards, to
be assembled together in any order with the electrical

terminals on the periphery in contact with those of the
adjacent slices (Figure 8).

TO BE
SUPPLIED

Figorc  8: X2000 Micro-Electronics Packaging

‘1’here are standard terminal locations for data bosses, power
busses, and other signals, so that these can bc reconfigured
in a plug and play fashion. lo change between single string

and dual string configurations requires only the removal or
addition of slices. In the same manner, more memory or
processors can be added, or individual slices can be
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upgraded to the next generation, simply by replacing those

slices with the new ones, leaving the remainder of the slices
in the stack unchanged.

missions like Mars Sample Return or 1) S-4 which are highly
mass constrained and don’t require the same level of
performance and redLmdancy as the Europa and PILlto
configurations. ‘1’hc radiation shielding is also nlodLrlar  and
tai Iored to the reqLlirenlents  of each mission.

I’he performance c~f the system must not bc affected by the
addition or removal of lllOdLl!eS. As the number of nlodLl!cs
increase, the system should not degrade. “l’his is achieved
with a nlLllti-nlaster bus, avoiding the performance
bottleneck that might occur with a dedicated master. Iiach
module in this architecture is individually coLlpled to the bLls
and has its own resources.

Analog p-Electronics
9 MCM/COB SkRS Digital p-Electronics

6 MCM/COB slices
Pwr, Control Unit A

P w r .  Mgmt.  & Dist Al

Pwr. Mgmt,  & Dist.  A2
Pwr, Mgmt & Dist.  A3

Solid State Rec. Al

Local Memory A
Processor A

ASC Frame Grabber A

lMU/Sun S p-Contr. A

Sci Instrument l/F

>

In the X2000 architecture, the role ofthc flight computers is
ftcxiblc.  I’his  allows for scalability, allowing the number
of processors to bc increased or decreased depending on
mission requirements. It also allows the system to be very

fault tolerant, so that if one conlpL]ter  fails, another can take
over its tasks. And, finally, it allows the systcm to conscrvc
on power. By sharing the load, each processor can rLln at a
lower speed and save power.

Valve Drive Al I

Wve Drive AZ

Figure  10: Siugle-Striug  “Short Stack”

Figures 9 and 10 demonstrate the variety of uses that can be
realized with the X2000 architecture. l;igLlrc 9 ShOWS  the Sof[ MIarc (rtd Au! otmttly

andfull, dual string stacks

Analog p-Eleckc,nics

20 MCM/COB sllces

IGizE=l

to bc utilized for the I; Lrropa

Digital p-Electronics

19 MCM/COB  shces

.~

I;rom the software’s point of view, the flight nlicro-
clcctronics stack resembles a local area network in a
laboratory, multiple powerfLll processors running standard
oocn om-atirw  systems and lang,Lrages which communicate

T,

Processor A I 1;

Local Memow  A

,. -. .
over high bandwidth interconnections. Each processor
(flight computers and microcontrollers) will run a
commercial real-time network-aware operating system. I’he
X2000 software will be distributed, n]Lllti-threaded, and
object-oriented. I’he primary implenwntatiorl  langLlage  will
be Java. l’hLrs, the on-board software system will look more

%vr. Contror Unrt A I

Pwr. Control Unit B

pwr.  Mqml  & Dist Al

Pwr. Mqmt. & Dkd.  A2

pwr. Mgmt & !3s!.  A3

Pwr. Mfqmt & Okr  61

Pwr. Mqmt. & Oist.  62

Solid State Rec. Al I

Solid State Rec. AZ

Solid State Rec A3 1

Solid Slate Rec. A4 I

Solid State Rec. BI

Solid State Rec 62 :—

Solid Stale Rec B3 Pa

Solid Stale  Rec. B4 m

LoCar Memory B

Processor B

ASC Frame Grabber fi

ASC Frame Grabber

lMU/Sun  S p-Contf.  A

like a sophisticated lab system than a classical flight system.

IJsing an inherently soft real-t ime architectLwe for an
inherently hard real-time system may at first seem risky.
I Iowcver, the Mars I’athfinder  project demonstrated
hardware-software interface design principle w}lich enables
such an approach: Many of the software-to-hardware
protocols on Pathfinder were “fire at time”  or “fire at time

w’ith dLrration. ” I’his  style of protocol was applied to

thrusters, pyro devices, and certain other relays. Many
hardware-to-software protocols provided timestamps for
events or data. Ily inlplenwnting  these protocols, the
software real-time response reqLrirenlcnts  were slackened
from being that of the event clurations  to that of the event
period, which often differed by several orders of nlagnitLlde.
Note that on a system which nlLrst be r-esilicnt  to failLrres, a
real-time response requirement generally must include faLrlt
responses as well as nominal responses. IIence, this easing
of deadlines bad a dramatic effect on the entire software
system.

lMU/Sun  S p-Conb  B[
I

Op Corn ~.Controller

Radar Sounder VF

Sci Insbument  IIF

r I
\ RADIAT,ONSHIELD  I 1

RADIATION SHIELD
I

Figure 9: I)ual-String  Micro-Elcctro]]ics  Stacks

Pluto missions. Although there are 39 slices in the t~vo
stacks, there are only 8 different types of slices that must bc
designed and qualified, Figure 10 shows the single string,
mrsrc modest caoabilitv  “short stack” that can be used on. . . . ..- .
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on the X2000 system, we are going yet further with this
design principle: all devices will be so controlled, and all
data will be timestamped. l’he lnternet standard network
time protocol (N”IP)  [1] enables this approach while still
Llsing asynchronous multi-master networks to link conlpLlting
nodes with low quality clocks  (the spacecraft will have an
Llltra-stable clock for communication and navigation
purposes which will serve as the NTP master clock).

Most of the code will be implemented in Java. l’hc small
anloL]nt of code which requires data to be specifically
located in memory wil I be implemented in C; e.g., part of
the device drivers. l’he even smaller amount of code which
deals with specific instructions will be implemented in
assembler; e.g., the bootstrap and certaitt low level kernel
sLlpport routines. Finally, those behaviors which require very
fast response will be implemented by hardware. A
significant and ongoing proof of concept effort in Jl)l,’s
Flight System I’estbed has proven the veracity of this
approach.

Mars Pathfinder was aggressive on several software
technology fronts, and very sLtccessfLli by any metric. Since
no technique was tried pervasively, the full Iifecycle effects
of the varioLts techniqLles  could be easily compared. ‘l’he
techniqLles  which proved highly effective were: objcct-
orientation, message passing, asynchrony, responsible
objects [2], goal oriented commands, and the 1,aw of
I)cmcter  [3, 4].

Object-orientation, message passing, and asynchrony are
widely understood today, but the other concepts arc still new
to many. “Responsible” when applied to objects is not
jargon: it is the common usage of the adjcctivc. A
responsible object performs both nominal and foreseeable
off-nominal behaviors. A responsible object only reports an
error when things have gone very wrong, and a fault
condition needs to be triggered.

“Goal oriented commands” arc a slight change in attitude:
instead of telling an object what to do, one tells an object
what to achieve. In many cases with low lCVCI objects, the
difference is nearly non-existent: instead of turning a device
on, the goal would be “be on. ” I’he cf~ect is that the object
performs some closed loop control, rather than an open loop
response: in this example, the object would only throw its
power relay if it was not already on, and in many cases
would strive to keep itself on. Goal oriented commanding
implies that behaviors arc closed loop.

The “[jaw of Ilemeter”  (1.01)) is simply stated “an object
acts only on its state, an event, and the data provided with
the incoming event. ” It turns out that 1.01) impl ies
responsibility, asynchrony, publish, and subscribe messages
[5, 6]. Post analysis of l’athfindcr  has shown that the 1.01)
leads to remarkably little inter-object con~nlLmication  [7].

1 .itic most soflwarc systems, legacy software will be
incorporated in order to achieve the cost and schedule
advantages of software rc-usc.  For the X2000 first delivery,
the atlitLlde  control system (ACS) wil I initial Iy be taken from
the New Millennium I)eep Space C)nc (11S-1) spacecraft.
‘Ibis  object-oriented ACS subsystem is now third
generation. lts basic object architectLlrc w’as initially defined
for Cassini, refined for Mars Pathfinder, and refined again
for 1)S-1. The Cassini itnplemcnlation  is in Ada, while the
Pathfinder and 1X+1 implementations are in C.
]ncorporatin.g this ACS software is straightforward, as its
inter-process conmlLmication model is message based, and
adheres to the 1 jaw of I)cmeter.

I’hc  autonomy mechanisms of the X2000 system will be
based on the cLa-rent state-of-the-art in AI technology, some
of which were implemented on the Mars Pathfinder Sagcn
Memorial Station. Rather than being based on large,
generalized architecture infrastructLwcs  implemented in I.ISP
and using symbolic reasoning and extensive model ling,
l’athfindcr  instead based its autonomy on the new wave of
A[ which began in 1985 with the work of Rodney Rrooks
and his robotic insects. I’his  new wave of Al was originally
called the Subsumption Architecture bLlt has been more
recently referred to as Fhcrgent  Behavior.

}imcrgcnt Behavior is a scalcablc technology, in that the
amount of autonomy exhibited by the system increases with
time and bLld.get. It allows a bottom-up software construction
process, which allolvs the soft~varc to remain off the critical
path (ahead of the hardivarc).  I,ISP is no longer a
rcq Llircnlent, or even necessarily a desiremcnt, of sLlc}l
systems. flntcrgent behavior, like responsible objects,
meshes perfectly with the I.aw of I)erncter, and hence can bc
appl icd easily to distributed systems by developers who
don’t consider themselves Al experts. On Mars Pathfinder,
the fact that the software was being, implemented using state-
of-the-art Al wasn’t made clear to most of the developers
ant il after the system was delivered.

Another technique from current Al research is resource
contention resolution using reflexive behavior derived from
experiments in biological systems. A result of these
cxpcrimcntal efforts which appears directly applicable is the
vestibule-ocular reflex (VOR),  which allows eye pointing to
be achieved with conflicting mquiretnents  (track target or
focus on detail) and head movement ~vhich  may be triggered
by any otttcr mcchanisrn. The VOR control algorithm which
has been derived via biological system identification tLnms
out to be a very simple and conventional closed loop control
algorithm.

In other cases, such as in prioritization, tnarket based
mechanisms (using both cost-of-service and need-for-service
factors) appear very effective while still being reflexive and
simple.



U’here arc, of course, certain activities on a spacecraft which
cannot be handled by a purely reflexive, reactive system. [n
many cases, the goal based commanding encapsulates sL!ch
proactive behaviors. l~or example, the Pathfinder command
“IJowmlirrk_  Opportunity” will warm up (as needed) and
configure (as needed) the communication hardware devices
prior to the conln~Llnications  window.

In very rare sitLtations,  we expect  that on-board planning will
be required. The Achilles heel of planning systems is that
they are highly non-linear. Ifthc number of factors involved
in planning remains low, and the number of activities
planned remains low, then planners are tractable. fly
utilizing the other Al approaches mentioned above, it
appears that only a handfLl! of events will require planning
per day even during intensive operations such as liuropa
orbiting. I’his  will finally allow LIS to implement on-board
planning on a deep space mission.

7’elccortlttll(  nicoli<)t7.v

The First I)elivery  bus will have an Optical Communications
(Op Conl) Terminal as its primary means of uplink and
downlink  communications. This is a 30 cm apcrtLlre
telescope with an Active Pixel Sensor (APS) as the receiver
detector for the uplink  laser signal from Iiarth. Ihcrc is an
onboard laser with a precision tracking and pointing mirror
to provide the down] ink back to a 10 m aperture “photon
bucket” receiving station on Ilartb. The spacecraft provides
pointing with a 2 nlR accuracy, and the internal tracking
mirror uses the visible image of the Earth as a tracking
reference to provide steered laser pointing with an accuracy
of2 pR.

In addition to the Op Com Terminal, there is an Auxiliary
Radio system that provides X-band Llpl ink and downlink
capability with a Medium Gain Antenna (MGA).  Some
missions may also add omnidirectional low’ Gain Antennas
([,GA’s). This enables communication under certain
sitLrations where the spacecraft cannot maintain 2 nlR
pointing of the Op Corm terminal to ilarth.  This also covers
periods of time when an Op Corn ground station may not be
available.

Ihc Op CoJn terminal is being designed to also serve as a
science instrument, providing high resolution imaging and
serving a receiver for a separate laser altimetry instrLrnlcnt.
Some missions may choose to go all-radio for their
communication, and not carry the Op Com terminal. Ka-
band is also an option for the X2000 bus by using a different
Solid State Power Amplifier (SSPA).

Scmotx ad A ((if uo’e Co fltrot

I’hc  engineering sensors arc plLlggcd into the spacecraft
using a standard 12C low-to-moderate data rate sensor bus.
This includes pressure and temperature sensors, sun sensors,

and the inertial Measurement Units (I MU’S). l’hc exception
is the Advanced Stellar Compass (ASC) star tracker which
plugs into the 1394 bus, provided for all of the high data rate
spacecraft components.

‘[’he primary attitLldc  reference for the flight system is the
ASC, developed by the I’cchnical  [Jnivcrsity  of Denmark,
based on the design of the Ocrstcd satellite’s star tracker. It
operates by acqLriring  star images with a small, wide field of
view CCI)  camera head unit, equipped with a 19n~nl, f/O.7
lens. It is projected to weigh aboLlt 1.0 kg (including light
baflle),  use S W of power (with the frame grabber), and
have an accuracy of approximately 25 pR absolute RMS.
Iwo images per second will be taken, which in combination
with the 5 nlN thrLrsters,  w’il i give the X2000 bLrs a pointing
knowledge of I n~R and stability of 10 I(WSCC.

‘[’he Attitude Control Subsystem (ACS)  also has an lMU to
provide a pointing reference during propLrlsion  module
burns. The Inertial MeasLrrerllent  LJnit provides 3-axis rate
information from a fiber optic g,yro and 3-axis acceleration
information from a miniature silicon accelerometer. The
gyro bias stability is less than I deg/hoLlr  (1 sigma). ‘1’hc
fiber optic gyros, silicon accelerometers and electronics are
combined into one small package, weighing less than 1 kg.

I’he Sun Sensors are used as emergency fault recovery
attitude sensors, co-borcsightcd  with the RF antenna,
allowing comnlLrnications with l;arth by merely pointing the
antenna to the Sun. I’he angle measurement of the SLrn
Sensor \vil I be approximately 30 degrees from the reference
vector with a mini mom accoracy of 2 mrads for angles < .1
rad and 3°/0 thereafter. Sun presence detection is Lrp to 60
clegrccs  from the reference vector.

BU.V Structurcr[ citld Ihwtna[  Desigtl

l’hc basetine  bus design for the First I)elivery  is shown in
Figure 6. Six rectangular composite honeycomb panels
attach to a lightweight titanium frame to form a stiff cubical
strLlcturc  to which components arc mounted, both internal Iy
and externally. Ihc panels are modular and can be
independently removed for access and service.

Components are laid out so that functional subsysterlls  are
on their own panels, to faci t itatc cleaner interfaces and
assembly. For example, I’elccom  components are all on one
panel, except for tbc MGA. Science instrLlnlcnts are on
another panel. AttitLrde sensors are on one panel, except for
the small sLln sensors. And the digital and analog
microelectronics stacks are integrated together on one panel.

lhc inside ofthc bL!s is maintained at a temperature range of
-30” C to -10° C. llcat is obtained both from the operating
electron its, and from thermal communicant ion with the
attached propLllsion nlodLlle,  which in the case of Pluto
I;xpress and I;uropa Orbiter is warmed with waste heat from
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an attached Radioisotope Power Source (RPS). Radiative
heat loss from the bus is controlled by thermal blankets, and
thermostatically controlled louvers arc on onc of the bus
panels to correct for variations in the heat loads inside the
bus.

Propulsiotz A40d111c.s

‘the X2000 First I)clivcry bus is designed to interface with a
variety of mission specific propLllsion modules, covering the
range of cold gas, hydrazinc monopropellant, bipropellant
systems, solid rocket motors, and SEf>.  The avionics and
software arc designed to provide standard data bus and
power bus interfaces, and soflware  wi II be in place to enable
the control of these modules by the bus.

Power ,Yource.v

The Pluto and Europa missions are being designed to be
powered by RPS, bllt the X2000 bLm is also capable of being
powered by solar arrays. l’hc  First I)c1 ivcry bus is designed
to inclLldc  a battery and charge control electronics. For
Pluto and Europa, the battery is used for brief periods where
power consumption must exceed the output of the RPS,
mainly during propulsion module burns. For solar powered
missions, the battery will be charged by the arrays.

,Ycietlce l’ay[oad A ccommodafiotl

Science payloads are accommodated by using standard data
bus and power bLls interfaces. Regulated power is provided
at the voltages described in “1’able 1. If elements of the
instrLlnlcnt must operate at other voltages,  tllell tllc
instrLiment  must provide its own conversion for those items
internally. l’hc 1394 bLw can handle science instrLlnlcnt data
rates of up to 75 Mb/see, depending on what other traffic is
on the bus at that time.

Mechanical and thermal interfaces will most likely  be
custom to each mission, bLlt the intention is to integrate
science onto the top bus panel shown in Figure 8. In this
manner, al I of the mechanical interface customization is
limited to that one modular panel, leaving the rest of the
standard bus unchanged.

A nLlrnbcr o f  miss ions ut i l i z ing the X20t)0 bL!s (or
components) have attached probes for which a relay link
must be provided. These would be mission specific items
that would attach to either the propulsion module or the bus.
I’here is a potential for commonality between some of the
missions in the
might also be
attachment and
equipment.

radio link hardware and software. There
potential for commonality in the probe
release interface, hardware, and sLrpport

4. MISSION DA’I’A SYSI’I;M

in al I past and present J} ’l, deep space missions, there arc
four distinct data systems: the testbed system, the flight
software on-board the spacecraft, the LIpl ink system, and the
tctcrnctry and archiving system (the latter two often called
the Ground [)ata System, but they are in fact two distinct
streams of subsystems which cannot communicate
electronically). I’he X2000 software system instead
embodies a ne}v concept of a single Mission IJata System
(hlDS)  which is a collection of end-to-end services, and is
used throLtghout  the life cycle of the mission, throLrgh
design, development, integration and test, operations, and
archiving.

I;nd-to-cnd  services means that a sLlbsystcm  (e.g., a
spacecraft battery) provides device driver flight software,
tactical goal oriented flight software (charge battery),
strategic goal oriented flight software (achicvc and maintain
maximum charge prior to orbit insertion), planning models
for the planner (same planner on-board as on-ground as for
system engineering scenarios), performance analysis based
on telemetry, and commanding. This is in fact no increase
in scope for the project: since all tasks already need to be
done for each subsystem. The difference is that now a
subsystem is responsible, and empowered, to provide a
complete pllrg-arid-p!ay package.

I’he technologies which enable this new MDS concept arc
all derived from the Internet and the World Wide Web
(WWW).  I’hc  new I)cep Space ‘1’erminal  (1)S-1), a new
fully automated communication service of the [kcp Space
Network (DSN) which has been demonstrated on tiartb
orbiting spacecraft, is the cornerstone. Ilc IY3-T will appear
as a server on a world-wide NASA intranct which, other
than its limited access, is identical to the lnternct. Objects,
files, and packets will bc stored on the I) S-T to bc
forwarded to the spacecraft whenever connection is
established, with a dynamic but controllable prioritization
mechanism. I’hc same IM-T software will run on the
spacecraft to handle the other end ofthc link. I’hc  1)S-1’ will
provide a packet database on both ends ofthc link,
distributed across all the IMN sites on Earth, and possibly
distribLlted  across processors on-board.

Ihc 1) S-1 is schcdLllcd to bc deployed well before the first
spacecraft Llsing X2000 MD’S  will be launched. IIowcver,
Llntil the IJS-I’  is fLrlly dcployecl, a simple gateway will
cncapsLllatc the existing JPI. mLllti-nlission ground data
system and nlasqLlcrade  as a E) S-l’.  l’his  gateway w’il I allow
the existing JP1, expertise to evolve the essential and
extensive capabilit ics required to ful Iy transit ion from the
existing infrastructure to the new system.

Ground components ofthc end-to-end services will each
provide a subsystcnl  web server. l’his web server will
connect with the IX-T Lrsing standard web protocols, and
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take advantage of push technology to obtain new telemetry
from the spacecraft. I’hc subsystem web servers can easily
utilize  legacy software via CG1 (common gateway interface)
to limit new development to new capabilities.

As with Mars Pathfinder, the end-to-end system used for
development is the same as L!sed for flight, and is available
for developers from the time the project actually begins.
‘l’his, combined with the bottom-up software approach,
allows the software to stay off the critical path, to stay ahead
of the hardware.

X2000 is taking the complete Mars Pathfinder MDS as a
starting point. This system is an integration of the four
classic distinct JP1, data systems, and already has some
mechanisms implemented using World Wide Web (WWW)
technologies.

Ncw end-to-end services are already under development.
For example, highly automated Navigation and
ConlnlLlnication  Sllbsystcms  have been unclcr development
for two years. I’hese will probably be the first two
subsystems incorporated in the X2000 MIM.

A key goal of the new M DS is to allow subsystems to easily
share information and code. Again, Web technologies
enable this. CGI and Java Beans will be used to allow
sLlbsystenls  to export their data, algorithms, and objects in a
standard way. Java Beans can be assembled Ltsing
Drag’n’IXop tools to glue together applications from parts
provided by various groLlps.

Planning is a part of all spacecraft missions. On Mars
pathfir)dcr,  ~~,e advarlced  the planning task to sLrpport SYStCnl

engineering as well  as operations. l’his early LMC of planning
allowed many scenarios to be rLrn early on, which Lmcovercd
several operability problems before designs were fioalizcd.
Ihc result was a very easy to operate spacecraft that
required almost no planning during operations.

‘l’he X2000 MI)S will likewise incorporate a planner, but
this planner will be web-aware. Rather than re-irnplementing
models in the planner, models can be exported by the
subsystems as CGI or Java Beans.  Also, the actLral tcstbcd
(which is also on the Web) can be used instead of models.
l’hc same planning engine wilt be flown, which will allow
planning models to be well  Lrndcrstood dLlring  dcveloprncnt,
integration and test, before ever being flown.

A final key capability ofthc X2000 MDS is the support of
automated testing. An extensive body ofrescarch and
development is backing this capability. Certain aLrtonlatcd
testing tools arc already on-line, and new tools arc being
developed based on machine learning and genetic algorithms
(which search the test space in a parallel fashion, finding
local disturbances).

5, COS”l’ B1;N1;FITS ANI) PI; RFORMANCX
PI;NAI,’1’ll;S

‘]’hc x2000 First IJclivcry  is planned as a nlLlltin~ission bLls
for the IiLlropa and Pluto missions, and the recLlrring cost for
a flight qualified bLls is expectcc[ to be very low. I’hc

propLrlsion  nlodLr!es and science packages are Llnique;
however, and they will bc more of a factor in the total cost
of those missions. These mission uniqLrc  costs are borne by
each individual mission, bLrt by using a common bLls,
support equipment, test equipment, and common groLmd  and
flight  software modules, each mission can reduce its
integration and test costs.

I’hc  modular  architectLlre  of the X2000 I:irst I)elivery
system allows for customization of the electronics for each
individual mission. I;ach mission can chose the “slices”
which are appropriate for it’s own needs. Performance

penalties arc minimal across the diverse set of missions by
allowing each cLlstonvx  to pick and choose components
from the sLritc of options. RedLlndancy  and capability can be
selectively modified lvithin  subsystems as well as across the
system.

Ior Jluropa and PILrto,  there are mass penalties with Lrsin.g a
common nlodu!ar bus strLlcture capable of sLrpporting  either
of the two science packages. Optimization which woLlld
normally be used to tailor a system for a given mission
cannot be done across several Lrscrs. For example, were a
mission specific bus strLlctLlrc to be developed for the
Iluropa mission, there could possibly be a few kilograms of
mass savings, bLrt then it would not be usable for the PILlto
mission with its science package.

‘l’he common bLls design also reduces the thermal control
cost for the second mission. Iiven thoLlgh the scierlce

instrLlnlcnt thermal interface is LiniqLre, most of the rest of
bLE is identical, enabling rcLlsc of most of the models and
analysis. l’hc commonality will also allow for rcdLrced
thermal testing.

[)LIC to extreme mission LrniqLrc constraints, the Mars, r~f+4,
and Solar Probe Missions will not be able to use the entire
bLriid-to-print spacecraft bLrs, bLlt will usc many of the
sLlbsystcnls  and components at a recLrrring  cost. BecaLISe Of
this cLlstonlizatiorl, the cost savings, althoL@l sLlbstantia!,
will not be as great as for PILrto  and Europa. BLrt there will
also be little in the way ofpcrforrnance  penalties.

6. CONCI ,lJSIONS

‘[’he X20CJ(I f’irst I)clivery bLrs is pLrshing  the state of the art
in achieving a highly integrated, yet modular and scalcable,
spacecraft architcctLrre  that \vill have high performance
capabilities, yet very low mass. It is being designed to meet

I I



the composite rccluircnwnts  of a very challenging set of
interplanetary missions to be performed in the first few years
of the 21st centLlry. The combination of these capabilities
with a very low recurring cost for the system will enable the
mission set to be performed within the highly constrained
fLlnding limits  for these programs.

I’he X2000 Mission I)ata System presents daunting
challenges in management and in technical execution,
reqLririrlg considerable sophistication. It is probably not cost
effective to replace all of the legacy systems which have
evolved over decades. It is also not reasonable to expect
that the technology developed for the X2000 I:irst Delivery
will not become obsolete with time. Therefore, the eventual
Mission I>ata System will include legacy code whose
implementation may be obsolete but whose function is still
vital, new code which is state-of-the-art, and code which is
yet to be imagined that will be implemented with whatever
comes after.

Fortunately, the World Wide Web enables legacy systems to
be easily incorporated, sLrbsysterns to easily communicate
and collaborate, and new technologies to be adopted when
and where needed Ihc X2000 MIX3 will stretch the World
Wide \Vcb across the Solar System.

8, ACKNOWI.IiI)GMI;/NTS

Many people on the X2000, Ice & I;irc Preprojects, 1)S-4,
and Mars I’rogram Teams contributed to the work described
herein and provided assistance to this pLlbIicatiorl, including
Mark Adler, Icon Alkalai,  Charles Ames, Bryan Bell, GLiy
tleLltelschies, G r e g o r y  Carr, Savio Chau,  A l e x a n d e r
Bremenko, I)wigbt  Gecr, Brad Gibson, Ijon 1 lunter, Jeffrey
Mellstrorn, Robert Miyake, Brian MLlirhcad, J a m e s
Randolph, IJara Sabahi,  Anthony Spear, Robert Stachle,
Grace larl-Wang,  Stacy Weinstein, and I)avid  Wocrner.
We also acknowledge JP1,’s Flight System Iestbcd,  the
Project I)esign Center, the IJesign  }]Lib, the Microdevices
I,aboratory, a n d the Center for Integrated Space
Microsystems.

q’he work described in this paper was performed at the Jet
Propulsion laboratory, California IrlstitLlte of I’ethnology,
Lrnder contract with the National Aeronautics and Space
Administration.

R1;I;IHU;N(HX

[1] Mills, David 1,., “NI’P Network ‘1’ime
Page”, hltp://w’ww.eecis. Lldcl.cdLd-ntp/,
Ikleware.

Protocol 1 Iorne
University of

[3] Karl l,ieberhcrr, “:I)crneter home page”,
tltt~~://iv~t'w. ccs.rleLl.edLi/researcl~ /derlleter, Northeastern
~Jrliversity, 1987-1997

[4] Srnyth, I)avid  1;., et al, “IXmcter at JP1.,”
l~t(p://itrk~rw.  ccs,neLI.edLr/research/denlcter/derl~eter-~llct}~od/
1,afvOfl)erlleter/Sr~lyt}l, JP1,,  1997.

[5] Smyth, I)avid  IL, “1’epics on Software I)cvclopment”,
h!tp://rllds.jpl.  rlasa,gov/7tllll;  Iit;/ presented at 7th lIiEI;
SynlposiLlr~l  on Parallel and IJistribLltcd Processing, San
Antonio, October 1996.

[6] Srnyth, I)avid  11., “Better, Faster, Cheaper at JP1,:
1,essons  from Mars Pathfinder”, http: //rl~ds.jpl.nasagov/
lll;CatJ }’1 ./, presented as keynote speech at Component ware
ConsortiLlm LJser GroLrp Conference, in MLlrlich, Germany,
July 1996.

[7] Srnyth, I)avid  Ii., “Mars Pathfinder Flight Software
Ilehaviora! Model,” http: //WeiMac.jpl.rlasa.  gov/1)~C/
SarltaFeMar97/Slides.html, presented at I)ARPA  I{mbcdded
Systems working group on Softivare Fault Tolerance, Santa
I“c, 1997.

[ 2 ]  Wirfs-Brock  e t  a l , “I)csigr~irrg Object Oriented
Software,” Prentice I Ian, 1990.

12



Table 1: Flight Mission Requirements w. X2000 Capabilities

componenk  and
peflom,a”ce Parameters

Awonics  Bus (system)
Dual Strong Mass
(.nsh,elded)
O@ st,,”g  Mass (sb$elded)

s,n@  %ng  Mass (all  RF)

Powe(

Volume
Rad,abon
Maximum Operat!ng  TemP

Mln(m”m  Operat,ng  TemP

Electronics Packa9in9
SIC Point,ng ACCtic8cY
S I C  pcunt,ng  Know’ed9.

SIC  Stabil(ty
Spacec,am  Data subsystem

Processor Speed
Local Memory

Mass Memory
LOW  rate sensor data bus

Med  rate eng,mse  W9  bus

H,gh rate sctence bu$

Mass
PW/ec  at 275 MIPS
POWerat55 MIPS

power  a! 22 MIPS
PoWer and Pym ElecbOn,cs

Voltages
Mass  (single StrlOg)
pWr  c,mvewon  emctenc)

star  Tracker
AwtiracY,  Pitch 8 yaw

Acc.racy,  Roll

Mass
Pow.<

Gyro
B,as mstabhty

Mass
Power
Rad(abo”  tolerance

Accelerometer

b!as

Sun Sensor
Accuracy
Mass

Pobver
OPt,CaI  Com Packa9e

Data  Raie
Rqd !3C  POlntlrlQ

Mass
I.p”t Power

Rad,ator  f 0 v

RF Transpcmd.3r
uplmk  FrequencY
Beacon Mode

Mass

Power

RF SSPA
Frequency
output Power
Input Power
Mass

RF Antenna
Size a“d configuration
Gain
Mass

m Baseline
Capabfhty

elv 0.! 03

92 kg

120 kg

43 kg

1 0 0 W

N Krad

I Stack

z mR

1 mR
o pR/s

1 MIPS

20 Mb

000Mb
O kbls

)el  eked
)0  Mb/s

3 ? k g

i5,i12,+
2 7

45 PR

270 pR
.8 kg
4 W

1 O’ihr

1 2 0 W

1511g

2 mR
9 kg

lW

100 kbl
2 mR

llOkC

360~

x-Band
yes

05kg
12W

X-Band
5W
1 7 W

0 2 k g

.2 m MG!

200 dB
1 0 k g

+-

a Orhter

OC1  ’03

)0 k g

00 Krad

) Stack

2 mR
1 mR
O PRIS

o MIPS

000Mb

;0 Mb/s

130 kbk
2 mlR

3 2 0 W

X-Bane!
yes

X.emd
5 W

2 m M G

200 d~
1 0 k g

Flt M,SS

do Express

eed Ott ’03
100 kg

200 Krad

3D Stack

2 mR
1 mR

10 PRIS

50 MlPS

A 000Mb

O Mbls

X-Bati
yes

X.Band
5 W

Rqmis_—

Cha”,polllon
_—
~ecd Ott ‘W

!5W

) Wad

50’C
45 c

F unc Str

2 MIPS

16 Mb

j40 Mb

3 5 W
4 7 W

1 1 9 W

,,12,28h

38 VR

216 PR

1 0 {h,

2okkg

9 mR

x.BaIK
yes

3 4 k g

X-Bar!.

20 w

80 w
18k!

3 5 4 d

35k{
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